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Abstract— Wireless Sensor Networks (WSNs) became one of the important networks on that many state-of-the-art applications are 
established.  Sensors used to monitor traffic, borders, and products.  In fact, the base for Internet of Things (IoT) applications is WSN.  
However, deployment of the sensors is still a challenging problem, especially in large-scale networks. Large-scale sensor networks mean a 
network with large number of sensors to be deployed on a wide monitored field. The main concern of the sensor deployment is coverage of 
the monitored field.  This paper introduces Billiard algorithm to handle the deployment problem of large-scale WSN. Most importantly, we 
introduce the Billiard algorithm for the K-Coverage problem. Through a set of experiments, we examine the performance of the two 
algorithms.  

Index Terms— Wireless Sensor Network, Deployment, Coverage, Billiard Algorithm, K-Coverage, Large Scale Network, Intrusion. 

——————————      —————————— 

1 INTRODUCTION                                                                     
HE Wireless Sensor Network (WSN) is one of the emer-
gent networks that has been involved in many of our life 
activities. It has been used in many critical applications 

such military monitoring, health care, transportation, border 
monitoring, firefighting, building monitoring, intruder detec-
tion, and many others. Such applications require reliable mon-
itoring and stable network. However, sensing nodes suffer 
mainly from limited energy sources, sensing ranges, and lim-
ited communication ranges, in addition to its limited pro-
cessing and storage capabilities. Therefore, sensors have to be 
carefully deployed in the monitored area. One of the efficient 
sensors deployment is K-coverage deployment in which sen-
sors are deployed to cover the monitored field K times. This 
should maximize detection activity to any event occurs in the 
monitoring field. However, K-coverage deployment with lim-
ited/optimal number of sensing devices is NP Hard problem. 
In addition, deployment methods used in this regard are ei-
ther analytical solutions or heuristics. Analytical solutions are 
not suitable for large scale problems while current heuristics 
are taking too much time since they have to scan the moni-
tored field at least k-times.   

The rest of paper is organized as follows: the problem is 
stated in the following section; the related work is described in 
section III; section IV explores the proposed solutions; section 
V depicts the experimental results; finally, the paper concludes 
in section VI.   

2 PROBLEM STATEMENT 
The problem of sensors node deployment is an old problem; 
however, it is still a challenging problem, especially in large 
scale deployment and large size of the area to be covered.  In 
addition, the k-coverage problem became harder than the one 
coverage problem.  The main idea behind the k-coverage is:  
Given an Area (A) with length (L) and width (W) and a num-

ber of sensor nodes (S) to be deployed for the purpose of k-
coverage. We assume that the area could be in any shape in-
cluding a square, rectangle, circle, or any shape.  However, for 
simplicity, in this paper, we deal only with squares or rectan-
gles. Each sensor has a sensing range (Ss) and communication 
range (Sc). These sensing and communication ranges could be 
homogenous or heterogeneous. Heterogeneity, in this context, 
means sensors might be different in their sensing ranges, 
communication ranges, and their initial energy. We are inter-
ested in sensors sensing ranges where we assume that sensors 
could have a variable sensing range that could be adapted 
based on the deployment requirements. In other words, a sen-
sor might have different power level to help in communication 
and sensing, e.g. p1 , p2 , p3 ,…. pn   where n is the maximum 
sensing level per sensor. N could also differ from one sensor to 
another. Certainly, large sensing ranges affect the lifetime of 
the nodes; therefore, sensors sensing ranges have to be small 
as much as possible. In addition, to reduce the sensor network 
cost, the number of sensors have to be minimum. Therefore, 
the problem is how to deploy the given number of sensors S 
on the area A given with almost full coverage. In addition, 
another question need to be answered which is “Is it possible 
to   cover the monitored field K-times?    
 

3 RELATED WORK 
 
The deployment problem is not a new problem, but it is still 
one of the complicated problems of Wireless Sensor Networks. 
There are many variations to the deployment problem includ-
ing line coverage, border coverage, full coverage, and K-
coverage. This also goes for homogenous and heterogeneous 
version of the problem. In homogenous sensor deployment, 
sensors are assumed similar in every detail. On the other 
hand, homogenous sensors mean sensors may differ in one or 
more of their parameters such as initial energy, sensing rang-
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es, communication ranges and processing capabilities.      
Loukas et al. in  [9] considered the problem of heterogeneous 
sensor deployment for mobile target detection. The problem is 
formulated to a set line intersection problem; the problem is 
evaluated analytically, and it turns out that target detection 
probability is increasing exponentially with increasing the 
network size. The same problem is solved by Huang et al. in 
 [8] where the purpose of deployment was to provide efficient 
and reliable data collection. The authors divided the moni-
tored area into a set of grid cells where the sensors are placed 
on corners of the squares, squares, correspond to "tilings" of 
equilateral triangles and hexagons, or grid “tiling”. Communi-
cation range and sampling rate and their values turned on to 
be the sensor deployment limitations. Another deterministic 
deployment method is utilized by Liu et al. in  [6]. The authors 
formulated the sensor placement for enhancing the sensor 
lifetime, network cost, and maximizing the monitored area 
coverage in a form of an optimization problem. In most cases 
the optimal solution provides the optimal number of sensors 
to be used  [10]  [11].  
However, in a random deployment method, the sensors are 
sprayed using a flight robot or helicopter. One of the random 
deployment methods is proposed by Clouqueur et al. in ]12[ .   
The purpose of deployment problem is for target detection .In 
fact, the authors to deploy the sensors at different intervals 
where some of the sensors initially deployed in the first step 
followed by another set of sensors and so on till the required 
detection probability is achieved. The algorithm presented in 
 [14] entitled virtual force algorithm is used to reorganize the 
deployed nodes assuming that mobile sensors in the field to 
be monitored. The authors assumed two types of forces which 
are attractive and repulsive forces. The algorithm goes in 
rounds until sensor movement stability occurs followed by 
ordering the sensors to move to their decided positions. The 
same idea is extended in  [13] where the network coverage 
holes are identified by Voronoi diagram after sensors initial 
random deployment .Mobile sensors that are close to the net-
work holes move to cover these holes. As can be seen in  [14] 
and  [13], the deployment process was based on the assump-
tion of mobile sensors are available; this assumption is hard 
assumption and it might not be practical in many of the sensor 
networks. Our work in this paper, assumes only virtual mo-
bile sensors that are utilized only in the offline deployment. 
Homogenous sensor deployment  [15] [14] could be efficient in 
some applications; however, recently some research is done on 
using heterogeneous sensors instead. Heterogeneous sensors, 
in this context, means sensors with different sensing ranges, 
communication ranges, and initial energy. The authors in [15], 
for example ,introduced an optimal solution based on a math-

ematical formulation for the deployment to a set of homoge-
nous sensors based on a linear topology .One of the problems 
in linear topology is that sensors close to the sink node got 
depleted earlier. Another greedy algorithm is proposed based 
on the concept of sending the data as far as possible to reach 
the farthest neighbor. 
Unfortunately, heterogeneous deployment problem was not 
taken that much attention .For instance, for full coverage de-
ployment, the authors in  [19] introduced a solution based on 
integer linear programming for heterogeneous sensor de-
ployment. In addition, the authors in  [16] proposed an optimal 
solution to heterogeneous sensor deployment for the purpose 
of minimizing the deployment cost when different communi-
cation modes are used. Their proposal clustered the sensors 
into a set of clusters taking into consideration single-hop, mul-
ti-hop, and hybrid of communication modes. Lee et al. in  [17] 
investigated the effect of the heterogeneity on the network 
lifetime and aging process. The authors concluded that a mix 
of high and low capability sensors could extend the lifetime of 
the overall WSN .The same problem is handled in  [20] with 
reconfigurable and reprogramming capability are used. The 
authors came to the same conclusion where mixing of low and 
high capability sensors prolongs the WSN lifetime . Along 
with the coverage and lifetime as objectives to the deploy-
ment, connectivity and effective routing is another objective 
for the WSN deployment .For instance, Zhou et al.  [15] studied 
the k-connected coverage problem in which k sensors are to be 
connected for effective routing. 
 
K-coverage problem is still a hot problem in the field of Wire-
less Sensor Networks. For instance, Peng et al. in [18] pro-
posed an algorithm for an event K-coverage for under water 
sensor networks. It uses a mix of Pareto set and Genetic Algo-
rithm. In [19], the authors use  the K-Coverage probability in a 
finite wireless sensor networks.  This is the inverse of finding 
the longest k-uncovered segment in the monitored field. They 
also considered the detection model of the sensor as a binary 
model, as we do in this proposal.  The authors in [20], pro-
posed   both centralized and distributed protocols for the K-
Coverage problem in WSNs.  The proposed approach is based 
on Coverage Contribution Area where the sensors energy is 
taking into consideration during the deployment.  A genetic 
algorithm is also used by the authors of [21] for the k-coverage 
problem. after deployment, we will be using a modified ver 
sion of billiard algorithm [22] for measuring the longest k-
uncovered line segment [23]. 

4 PROPOSED SOLUTIONS 
In this section, we describe our proposed solution algorithms 
for the given problem. We start by the billiard algorithm that it 
is inspired from [24]. Afterwards, we describe how K-
Coverage is accomplished using a variation of Billiard algo-
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rithm. 

4.1 BILLIARD ALGORITHM    
The main idea behind the Billiard algorithm is handling the 
collision among moving objects. The algorithm consists of a 
sequence of steps as shown in Figure 1. As can be seen in Fig-
ure 1, the algorithm consists of five steps as follows: 

STEP 1:  SENSOR DEPLOYMENT  
In this step sensors are deployed into the monitored filed us-
ing one of two methods, deterministic or random.  In both 
cases, sensors positions are captured. Sensors sensing level are 
assumed initially at the minimum level, p1.   

STEP 2: SHAKING PROCESS 
After the initial deployment, sensors are shacked in which 
they are moved in certain speeds. Based on their positions and 
generated speeds, sensors will collide and move to other posi-
tions. The shaking process tries to limit sensors’ overlap. 
Therefore, the algorithm is basically designed to reduce the 
overlap which serves our purpose of increasing the coverage.  

STEP 3: COLLISION DETECTION PROCESS 
The collision detection process is basically based on sensors 
overlap.  The overlap between two sensors is determined by 
the distance between their centers compared to the current 
sensors radii. If the distance is less than the sum of the radii of 
the two sensors, then they are overlapped which means that 
the two sensors have a collision.     
The collision of certain objects is handled using equation (1).  
 

 
 
Where  and  are both position and mass of 
object i, respectively. Also, C(t, x, v) represents the object ex-
ternal force located at x with velocity v and time t. Any colli-
sion between any two objects such as objects i and j at time   
is subject to equation (2). 
 

 
 
Where the radii of both objects i and j are  , respec-
tively.   
In order to simulate the objects collisions, we assume that ob-
jects will move in straight lines after the collisions. The reason 

behind this assumption is that, it simplifies the process of col-
lision detection and to be able to determine the collision times 
before its actual occurrences.      

STEP 4: COMPUTING SENSORS NEW DISPLACEMENTS AND 
POSITIONS 
Computing the new displacements and positions is straight for-
ward. As an example, let’s assume that the positions of two objects 
i and j are given by equations (3) and (4).   

 
 

Where and  ∈   are the positions of both objects i and j 
respectively. 

STEP 5: INCREASING SENSORS RADII  
After each iteration, sensors radii are increased by  ∆ , where  ∆ is 
a constant identified at the deployment designer.  This process is 
called “Radii Grows” or “Grows”, for simplicity, making sure that 
sensors radii is not increased beyond its maximum sensing level 
pn.  

STEP 6: INCREASING SENSORS RADII  
The algorithm stops in one of two cases which are either 

reaching the total number of iterations or when sensors do not 
move. When the algorithm stops, sensors sensing levels will be 
adjusted to the nearest sensing level. 

 
4.2 K-COVERAGE SOLUTION  

For K-Coverage, there are few changes in the billiard algo-
rithm. In the first step, we assume that the given number of 
sensors are enough to cover the monitored field K-times. This 
is possible through a good estimation to the sensors given 
their maxim and minimum sensing ranges. Therefore, in this 
step, sensors are divided into k-sets and each set is used for a 
separate run.  We realize that for a given set, a point in the 
monitored field could be covered more than once.  However, 
due to the limited space, this paper covers only the basic solu-
tion for k-coverage and another paper will be followed that 
contains a parallel version of the billiard algorithm as well as 
the parallel k-coverage version of the billiard algorithm.  In 
addition, we will be presenting other variations of the billiard 
algorithms. Therefore, the only modification to the billiard 
algorithm to fit the k-coverage is a step before the deployment 
process, we call it “K-Set Division”.  
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In the following section, we try to experiment with both ver-
sions of the billiard algorithm and examine their performance.    

V. EXPERIMENTAL RESULTS  
In this section, we experiment with the two previous algo-
rithms for sensor deployment.  A set of experiments are de-
signed to test the performance of the previous algorithms in-
cluding:  

- Running time for full coverage 
- Number of iterations for one coverage  
- Expansion percentage level for one coverage  
- Running time for full K-Coverage 

- Number of Iterations Vs. K-Coverage  
A common hardware platform is used for all of the previously 
mentioned set of experiments. We utilize HP ProBook 450 G4 
Notebook PC with Intel Core i5-7200U Intel HD Graphics 620, 
2.5 GHz, 3 MB L3 cache, 2 cores, 500 GB (5400 rpm) hard 
drive, and 8 GB total system memory (4 GB x 2).    
 
A. Running Time for Full Coverage: 

 
In this set of experiments, we tried with different problem set-
tings to examine the time billiard algorithm takes for full cov-
erage to the monitored field.  The idea is to let the billiard al-
gorithm run without identifying the number of iterations. The 
stopping criteria is changed to no movement/displacement to 
the deployed sensors. In other words, sensors having no colli-
sion any more.  We base our experiment on trial and error as 
well as estimation to the number of sensors to fully cover an 
area. Since, we are basing our assumption on a circular/disk 
sensing range, certainly, full coverage where each point in the 
monitored field is covered will be impossible. However, a 
good approximation is to have the sensors distributed in the 
field where no more sensor can be added.   
In this set of experiments, 1000m X 1000m monitored area 
with different sets of sensors, 400, 450, 500, 550, and 600.  Sen-
sors are initially deployed with four power levels and the 
maximum sensing range is assumed to be 50m.  In addition, 
the expansion ration is set to 1m. As can be seen in Figure 2, 
the average time taken to fully cover the monitored field is 
7200ms and the number of iterations is 10000.   
 

B. Number of Iterations for One Coverage  
 
 

In this set of experiments, we examine the required number of 
iterations for a full coverage. These set of experiments use the 
same settings used in the previous experiments.  As shown in 
Figure 3, the number of iterations seem linear with different 
number of sensors.   

 

 
Figure 2. Runing Time for Full Coverage 
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Figure 3.  Number of iterations vs. for One Coverage 
 

 
 

 
C. Expansion Percentage for One Coverage  
 
Here, we examine the effect of the radii expansion percentage 
on the coverage percentage.  The expansion percentage is var-
ied from 1% of the maximum sensing level to 20%.  The moni-
tored area is assumed 1000m X 1000m and the number of sen-
sors is assumed 550 sensors. 2000 iterations are used as a stop-
ping criterion for this set of experiments.   As shown in Figure 
4, the average results over 10 runs for each case, show that the 
coverage percentage becomes much better if the expansion 
ratio. Is kept small.   
 

 
D. Running Time for full K-Coverage 
 
In this set of experiments, we examine the running time for the 
k-coverage problem based on the proposed algorithm. We use 
the same settings used in experiment A. However,  K set to 2.  
In addition , the running time for the 2-coverage is compared 

to the one coverage running time. As can be seen in Figure 5, 
the running time, in most of the cases is almost double the 
running time of the 1-coverage algorithm.  
 
 
VI. Conclusion: 
 
Sensor deployments are still a problem for most of the wire-
less sensor networks, especially for inaccessible places as well 
as when there is a large number of sensors to be deployed. In 
addition, K-coverage problem is much more complex than the 
1-coverage problem. In this paper, we proposed a variant Bil-
liard algorithm for 1-coverage and K-coverage deployment 
problems.  Based on a number of test cases, we conclude that 
the billiard algorithm could be a suitable algorithm for both 1-
coverage and k-coverage problems. However, the running 
time for both still large. Therefore, our future work will target 
the parallel billiard algorithm for both 1-coverage and k-
coverage problems.   
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